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[bookmark: _Toc338343457]Introduction

This document confirms the technical infrastructure that MoLHSA need to acquire and install to implement the Electronic Medical Records solution as defined in Statement of Work number 1635063 dated 27 September 2012 between EMC and MoLHSA.

The project delivers an architecture of the suitable IT Infrastructure on which to run the system. This document provides the Technical Architecture Design for the system, which includes the processing requirements, application & supporting software requirements, and high availability design specifications. 

This document also refers to the Disaster Recovery environment. This is included to provide a complete system architecture. However it should be noted that a Disaster Recovery environment is not in scope for Phase One of the cEMR Project (as per the SOW mentioned above). All Disaster Recovery related architecture design, features and specifications described in this document are provided as preliminary design recommendations only.

[bookmark: _Toc338343458]Platform Choice for Electronic Medical Records System
The installation of the Electronic Medical Records System (cEMR) is based on a modular architecture with three main blocks: EMC Block, wHospital Block and Mobile Block. These three blocks can be considered as separate vApps in VMware environment for better management, configuration and high availability purposes. The diagram below shows the platform installation BLOCK structure.


[bookmark: _Toc338343487]Figure 1 cEMR deployment BLOCK structure described
[bookmark: _Toc338343459]EMC Block definitions and description
EMC Block consists of the following four module types:
· MS SQL Server Database (EMC) module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system and Microsoft SQL Server 2008 R2 SP1 database software installed. This module is configured as a member of a database failover cluster with two resources – SQL instance and shareable file storage for EMC Documentum Content server. SQL Instance, clustered across two modules, is used for storing repository metadata and shared storage is used for repository content files. For failover purposes two MS SQL servers are combined into one cluster;
· XDS Repository Documentum Server module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system and EMC Documentum Content Server 6.7 SP1 installed. This module represents the core Documentum platform component, responsible for managing the logical data storage – repository. For performance and availability purposes the module is configured with multiple services known as Documentum Distributed configuration. The module also contains RPS, TCS, DA and CSS components. Two modules are deployed for failover and load balancing purposes;


[bookmark: _Toc338343488]Figure 2 MS SQL Server Database (EMC) modules and XDS Repository Documentum Server modules described


· XDS Services module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system installed  and Apache Tomcat application server deployed. Tomcat server hosts XDS Web Services application, that manages and provides access via web services to XDS Registry (Documentum XDB) or XDS Repository (Documentum Repository). Two modules are combined in a failover group, balanced by a h\w active network hardware;
· Documentum xDB module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system and EMC Documentum XDB server installed. xDB module is storing XDS services registry in a provided database XMLs. XDB Admin service is also located on this module. For failover purposes two servers are deployed and configured into Active\Passive cluster using MSCS software. Virtual IP for XDB instance is projected for external connection by XDS Services modules.



[bookmark: _Toc338343489]Figure 3 XDS Services modules and Documentum xDB modules described
[bookmark: _Toc338343460]
 wHospital Block definitions and description
wHospital Block consists of the following module types:
· MS SQL Server Database (wHospital) module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system and Microsoft SQL Server 2008 R2 SP1 database software installed. This module is configured as a member of a database failover cluster with one resource. SQL Instance, clustered across two modules, is used for storing(in different databases) EHR templates configurations, User Autentication Credential, Patient Demographic and Identity Data, HL7 Messages and Routes, Activity Log;   


[bookmark: _Toc338343490]Figure 4 MS SQL Server Database (wHospital) module described
·  Application Server wHospital Engine module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system and wHospital Framework 3.16 installed (engine and web applications). This module represents the core wHospital platform component, responsible for building and managing EHR Templates and providing access to Patient Clinical Data to Authorized Users by means of wHospital portals (GP Portal, Central EMR Portal and Citizen Portal). For performance and availability purposes the IIS (internet information Service) component of the module is configured In Load Balancing; Xds connector is the component responsible for Documentum HIP integration for the Document Repository Viewer. The cEMR architecture consists of two modules of that type. See the diagram below:


[bookmark: _Toc338343491]Figure 5 Application Server wHospital Engine modules described

 
· Application Server wHospital Services module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system installed  and wHospital Framework 3.16 installed. (Support services, XDS repository publisher and wHl7Gateway web app). For performance and availability purposes the IIS (internet information Service) component of the module is configured In Load Balancing. The solution is composed of 2 modules of that type.


[bookmark: _Toc338343492]Figure 6 Application Server wHospital Services modules described


[bookmark: _Toc338343461]
Mobile Block definitions and description
Mobile Block consists of the following module types:
· MS SQL Server Database (Mobile) module is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system and Microsoft SQL Server 2008 R2 SP1 database software installed. This module is configured as a member of a database failover cluster with one resource. SQL Instance, clustered across two modules, is used for storing configurations, user authentication, object’s data, images (binary data) and activity logs.;
· Mobile Application Server is a virtual server with Windows Server 2008 SP2 (64-bit version) operating system hosting the Mokipay engine. For performance and availability purposes the IIS (Internet Information Service) component of the module is configured In Load Balancing. .NET 4.0 framework should be in installed. This module will be responsible for the liability of integration with XDS, to run web services and data exchange with the apps.



[bookmark: _Toc338343493]Figure 7 MokiPay architecture diagram  (Mobile BLOCK applications)
[bookmark: _Toc338343462]Sizing considerations

All sizing estimates are provided to Georgia based on a number of parameters. The production environment is specified based on high performance and a fault tolerant / clustered design. The development and test environment are generally minimum specification, providing good performance.

Initially the environment was sized based on supporting the medical records of 4.5 Million Citizens. These represent XML structured data stored within the Documentum system. In order to size the EMC HIP and XDS Services landscape an estimation of medical documents and medical imaging were used to influence the design, even though medical imaging is not in scope. The parameters used here were a system to support the storage of 300,000 medical studies per year and 1 million documents being stored in the XDS repository. These were only used as a guide; no medical imaging is included in Phase One.

The production environment can easily accommodate the controlled user based within Phase One. Based on average user connection memory and resource requirements, the specifications presented in the following table will support up to 500 concurrent GP Portal users. If we use a typical measure of concurrency here of 10%, then this would extrapolate to supporting up to 5000 GP Portal Users.

The specification for production will also support up to 800 concurrent Citizen Portal sessions (based on an 8 hour window for access, and an average citizen session less than 20 minutes). If we use a typical measure of concurrency here of 0.1% (which you would expect given these are citizens rather than doctors), then this would extrapolate to supporting up to 800,000 Citizen Portal Users.

The number of Mobile users supported by the production landscape is higher again. User sessions from a mobile device are typically very short, and are measured in seconds rather than minutes. Based on the production sizing specifications around 1000 concurrent mobile devices could be support. If we use a typical measure of concurrency here of 0.1% (as mobile usage concurrency is very low, given the very short times users are actually connected), then this would extrapolate to supporting up to 1,000,000 Citizen Mobile Device Users.

Detailed requirements per environment for the VMware Servers are provided in Appendix A for all the Environments of the cEMR deployment.

[bookmark: _Toc338343463]Server platform choice for cEMR system deployment
The table below details the server platform for the cEMR modules software installation for Production environment. There is a strategic platform defined in the context of MoLHSA IT infrastructure – Microsoft Products, so the platform choices recommended in the following table are based on received definitions.

	EMC Block

	Module
	Number of servers
	Platform
	Server Type
	Important Notes

	MS SQL Server Database (EMC) 
	2 (MS SQL Cluster Services)
	Windows, Intel 64
	VMware Virtual Machine
	For a deployment of SQL server cluster the MSCS resources must be configured. For SQL server Data, Log, Temp\Backup and Quorum disks must be created on VMFS storage.
For Documentum Data it’s recommended to use separate VMDK disks or RDM storage.

	XDS Repository Documentum Server
	2 (Documentum Distributed Configuration)
	Windows, Intel 64
	VMware Virtual Machine
	All Documentum servers are supported on VMware. VMware is recommended because it provides greater flexibility to add resources to existing servers or new servers if required. 
The recommended platform is the latest supported by the application software.

	XDS Services
	2 separate servers with VMware HA
	Windows, Intel 64	
	VMware Virtual Machine
	

	XDS Registry Documentum XDB Engine
	2 servers (MSCS)
	Windows, Intel 64
	VMware Virtual Machine
	

	wHospital Block

	MS SQL Server Database (wHospital)
	2 (MS SQL Cluster)
	Windows, Intel 64
	VMware Virtual Machine
	For a deployment of SQL server cluster the MSCS resources must be configured. For SQL server Data, Log, Temp\Backup and Quorum disks must be created on VMFS storage.


	Application Server wHospital Engine
	2
	Windows, Intel 64
	VMware Virtual Machine
	

	Application Server wHospital Services
	2
	Windows, Intel 64

	VMware Virtual Machine
	All processor intensive modules to run off this server

	Mobile Block

	Module
	Number of servers
	Platform
	Server Type
	Notes

	MS SQL Server Database (Mobile)
	2 (MS SQL Cluster)
	Windows, Intel 64
	VMware Virtual Machine
	For a deployment of SQL server cluster the MSCS resources must be configured. For SQL server Data, Log, Temp\Backup and Quorum disks must be created on VMFS storage.


	Mobile Applications Server
	2
	Windows, Intel 64
	VMware Virtual Machine
	Runs Classification and Recognition Modules


[bookmark: _Toc338343499]Table 1: General information about Server platform for cEMR Production Environment
[bookmark: _Toc338343464]Software Specification for Electronic Medical Records System
The following table details the software requirements for the installation platform. Full details of all certified software and versions can be found in the appropriate Product Release Notes documentation.
[bookmark: _Toc338343500]Table 2: Software Specification for EMC Block
	Server
	Description
	Version
	Notes

	MS SQL Server Database (EMC)
	Operating System
	Windows Server with MSCS
	2008 R2 SP1 (64-bit version)
	SQL Server 2008 hotfix SQLServer2008-KB956717-x86.exe is required for Content Server 6.6 installation
MS SQL Server Cluster Failover is required to support a High Availability configuration.

	
	Database
	Windows SQL Server
	2008 R2 SP1
	

	
	
	SQL Server Failover Cluster
	2008
	

	XDS Repository Documentum Server
	Operating System
	Windows
	2008 R2 SP1 (64-bit version)
	Documentum software list includes products installed onto the server as well as Documentum product ‘DAR’ files installed into the Repository.

	
	Database Client
	SQL Client
	2008
	

	
	Application Server
	Apache Tomcat
	6.0.32
	

	
	Documentum
	Broker
	6.7 SP1
	

	
	
	Content Server
	6.7 SP1 64-bit
	

	
	
	Java Method Server
	6.7 SP1 64-bit
	

	
	
	Process Engine
	6.7 SP1
	

	
	
	Process Integrator
	6.7 SP1
	

	
	
	Retention Policy Services
	6.7 SP1
	

	
	
	Documentum Administrator
	6.7 SP1
	

	XDS Services
	Operating System
	Windows
	2008 R2 SP1 (64-bit version)
	

	
	Documentum
	Tomcat Application Server
	
	

	
	
	XDS Services
	
	

	XDS Registry Documentum
XDB Engine
	Operating System
	Windows			
	2008 R2 SP1 (64-bit version) with MSCS
	

	
	Database
	Documentum xDB
	10.2.4, 64-bit
	



[bookmark: _Toc338343501]Table 3 Software Specification for wHospital Block
	Server
	Description
	Version
	Notes
	Server

	MS SQL Server Database (wHospital)
	Operating System
	Windows Server with MSCS
	2008 R2 SP1 (64-bit version)
	MS SQL Server Cluster Failover is required to support a High Availability configuration.

	
	Database
	Windows SQL Server
	2008 R2 SP1
	

	
	
	SQL Server Failover Cluster
	2008
	

	Application Server wHospital Engine
	Operating System
	Windows
	2008 R2 SP1 (64-bit version)
	

	
	
	
	
	

	Application Server wHospital Services
	Operating System
	Windows
	2008 R2 SP1 (64-bit version)
	

	
	
	
	
	


[bookmark: _Toc338343502]Table 4 Software Specification for Mobile Block
	Server
	Description
	Version
	Notes
	Server

	MS SQL Server Database (Mobile)
	Operating System
	Windows Server with MSCS
	2008 R2 SP1 (64-bit version)
	MS SQL Server Cluster Failover is required to support a High Availability configuration.

	
	Database
	Windows SQL Server
	2008 R2 SP1
	

	
	
	SQL Server Failover Cluster
	2008
	

	Mobile Applications Server
	Operating System
	Windows
	2008 R2 SP1 (64-bit version)
	

	
	Application Server
	IIS
	.NET 4.0 framework is required
	

	
	Application
	MokiPay Engine
	
	







[bookmark: _Toc338343503]Table 5 General System Software Specification
	Authentication Services
	LDAP
	Microsoft Active Directory
	2003 or 2008
	Required to support User/Group synchronisation with the Documentum repository and user authentication for logging into Documentum

	Backup Software
	TBC
	
	
	Backup software (e.g. NetBackup) will be required to backup the data to ‘offline’ media.

	Monitoring Software
	TBC
	
	
	If automated monitoring of the servers/software is required, monitoring software (e.g. MS SCOM, HP OpenView, Reveille) will be needed.



[bookmark: _Toc338343504]
Table 6 Client Software Specification
	Developer Clients (EMC BLOCK)
	Operating System
	Windows 
	XP SP2, Vista SP2, or 7
	

	
	Java
	JRE
	1.5_22 or1.6_18
	

	
	Documentum
	DAR Installer
	6.7 SP1
	

	
	
	Forms Builder
	6.7 SP1
	

	
	
	Process Builder
	6.7 SP1
	

	
	
	Composer
	6.7 SP1
	

	
	Editor
	NotePad++
	latest
	

	Developer Clients (wHospital BLOCK)
	Operating System
	Windows 
	XP SP2, Vista SP2, or 7
	

	
	wHospital
	Additional Software for Developers
	Net Framework, VisualStudio 2010, wHospital api manager (i.e. workBench sdk)
SQL Server 2008 R2 "developer edition" or "Express edition with advanced services"
NotePad++
	

	
User Clients
	Operating System
	Windows
	XP SP2, Vista SP2, 7
	 

	
	Java
	JRE
	Sun JRE 5.0_22 or 6.0_18
	

	
	Adobe 
	Flash Player
	TBC
	

	
	Documentum
	UCF
	6.7 SP1
	

	
	wHospital
	Web Application Requirements
	JVM, Silverlight
Browser: IE9, Mozzilla Firefox (suggested at least version 3.10 ), Chrome (suggested at least version 20)
	



[bookmark: _Toc338343465]Non-Functional Requirements
The following is a summary of the non-functional requirements that affect the technical architecture design:
	Parameter	
	Requirement
	Notes

	Service Hours
	Normal Office Hours
	i.e. Mon-Fri 09:00 – 17:30

	System Availability
	High Availability

	This is a mission critical system. 
The critical functionality is the need to locate and retrieve existing data and content from the system.

	
	Disaster Recovery
	All system functionality is required at a DR Site to ensure business continuity. The DR system should be capable of supporting the full user load, but does not need a High Availability capability. 

	Recovery Point Objective (RPO)
	
	

	Recovery Time Objective (RTO)
	
	

	Restore Granularity
	
	

	Security
	HTTPS 
	All application traffic should use HTTPS to protect data travelling over the network


[bookmark: _Toc338343505]Table 7: Non-Functional Requirements
[bookmark: _Toc338343466]cEMR Access Distribution
The following diagram is extracted from the “Provisional Detailed Proposal for cEMR Phase One” Document, and illustrates the access distribution for the system.
[image: ]
[bookmark: _Toc338343494]Figure 8: Access Distribution
· A system to store electronic medical records (EMR) for the Georgian population
· A facility to enable collection of patient-related activity data via (a) an electronic message interchange (HL7) and (b) manual submission via web-based form
· A “light version” of integration to Georgian citizen portal which will be restricted in scope and provide the Citizen with a read only view of their medical data (shall be restricted to citizens who are serviced by the 1 major hospital selected during Phase -1 & leverages existing eGovernment Portal Engine)
· A “light version” of a doctors portal which will be restricted in scope and provide Doctors with a form search, view and submission of medical data determined within the project which will be defined as the Central EMR minimum data set (shall be restricted to 10 Doctors nominated by MoLHSA during Phase-1)
· An EMR Citizen Mobile Care that will allow a secure read only view of a citizen’s medical record from their mobile device via Mokipay Mobile Health application server secured with PKI Infrastructure.   
At the completion of the EMR foundation in Phase-1, Georgia MoLHSA shall be able to expand usage by its own means to connect to EMR Healthcare other Apps as HIS, RIS, Labs etc.…
	
[bookmark: _Toc338343467]Environments
The following table describes the environments required for the system:
[bookmark: _Toc338343506]Table 8 Environments
	Environment
	Purpose
	Description / Scale

	Production
	Business as Usual
	Full size operational system
Note: Production can be used for various tests before the go-live date (e.g. HA/DR Failover, performance). Production can not be used for these purposes post go-live.

	Disaster Recovery
	Business Continuity 
	Failover system based in a secondary data centre to ensure the system can be returned to service should the main data centre be unavailable.
The Disaster Recovery system will be designed to support the full user load but without the HA configuration.
DR site resources are considered to be used preferable by Production system in case of Disaster.

	Test
	System / Integration Testing
	A full set of software will be required, but the software will be deployed to fewer servers of a lower specification than Production.
A relatively small amount of test metadata and content will be needed

	Development
	System Development
	A full set of software will be required, but the software will be deployed to fewer servers of a lower specification than Production.
A relatively small amount of development metadata and content will be needed.
Additional Development repositories can be created in the development environment if required.


These 4 environments represent a complete landscape of the cEMR architecture.
Only Development, Test and Production will be built within Phase One of the cEMR project, as specified in the Statement of Work signed document.
For system completeness a Disaster Recovery environment is referred to in this document; however it will not be built in Phase One by the EMC consortium.

[bookmark: _Toc338343468]Technical Architecture
[bookmark: _Toc338343469]General Overview
The Production environment comprises a ‘Business as Usual’ Production system with a High Availability capability hosted at the main data centre with VMware Virtualization solution. A Disaster Recovery facility is provided at the DR data centre. 
The operational system will primarily be installed on 9 VMware ESX servers (BL460c Generation 8 Blade servers) that host the various servers required to support the system. DR site will use 4 VMware ESX servers of the same configuration.
Disk storage for the main and DR sites will be hosted centralized on two EMC VNX5300 storage systems to provide flexibility for managing data growth, to support the high availability needs of the system, and to provide a replication facility to maintain a copy of the Production data at the DR site. Fibre channel connections should be used between the servers to provide optimum performance. In addition to replication for maintaining data at the DR site, a backup solution will be required for the storage to maintain an offline backup of the data in case of data corruption.
A hardware load balancer is required at both the primary and DR sites to allow access to multiple instances of the Mobile Application servers and wHospital Services servers. While a software load-balancer could be used (e.g. nginx), a hardware load-balancer is recommended for performance and resilience. The load-balancer needs to offer a high availability configuration within the main data centre because it is a critical component in the accessing the system. A load-balancer will also be needed at the DR site to allow load-balancing across multiple cEMR application instances to support the full user load in the event of a failover to the DR Site. The other important task of a load-balancer is monitoring the accessibility of web services by checking their availability through network paths and ports.
[bookmark: _Toc338343470]

High Level Infrastructure
[bookmark: _Toc337640884][bookmark: _Toc338343471]Redundant DR Installation
This deployment option retains a discrete Disaster Recovery environment that is not used for any other purpose, and therefore represents a ‘redundant’ installation. It means that both environments are not allowed to be active at the same time (Dual Asymmetric). The advantage of this option is that the DR capability will not be compromised or damaged by any testing activity, but this can be mitigated by careful attention to system configuration and adherence to procedures. Note that, in the following diagram, the Development and Test environments are positioned in the Production data centre and share the Production storage infrastructure. The recommended location is the Production data centre with strictly bordered resource pools to avoid any impact on Production performance that may result from use of the shared storage. The best practice for secondary environments is storing the data on separate cheaper storage (as pictured on the next figure).
The following diagram illustrates this configuration:


[bookmark: _Toc338343495]Figure 9: High Level Design - Redundant DR

[bookmark: _Toc337640885][bookmark: _Toc338343472]Shared Production and Development/Test Environments
This deployment option uses the Production infrastructure to host the Test and Development environments during normal operation. This design requires less hardware overall and is based on usage of VMware resource pools to rule the prioritizing the resources of Main Production Site. The advantage of this approach is that it requires less hardware overall, such solution is less costly. But disadvantage is that in case of Main site disaster all the secondary environments will be also unavailable.
The following diagram illustrates this configuration:
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[bookmark: _Toc338343496]Figure 10: High Level Design – System behaviour in case of Disaster
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[bookmark: _Toc338343473]Supporting Infrastructure
As there is currently no available Infrastructure in place for a cEMR solution, the infrastructure needs to be built within the project. In order to install and configure cEMR Blocks, a number of base infrastructure components must be provided. The base infrastructure requirements are detailed in the following paragraphs, but expertise will be needed in these areas to ensure the system is correctly installed and configured.
[bookmark: _Toc337640886][bookmark: _Toc338343474]SQL Servers Architecture for all BLOCKs
The SQL Server is a critical system component and therefore needs both a High Availability and a Disaster Recovery capability. The most efficient way of providing HA and DR for SQL Server is to use the Microsoft SQL Server Failover Cluster solution. This automates the process of failing over the SQL Server service to another machine in the event of a problem. Virtual servers add the possibility for using VMware HA and DRS features of VMware Vsphere. 
The following are the key points related to the SQL Server configuration for EMC Block:
· The Documentum content file stores will also be hosted on the SQL Server machine
· There is one Cluster Resource Groups:
· Repository Metadata: This contains the SQL Server instance and database for the Documentum repository and Content File Store disks;
· This resource group will be configured to failover to the other server at the main site for HA, and to a single SQL server at the DR site if a disaster is declared at the main data centre
· The configuration requires a storage solution that can be connected to all VMware ESX servers in the main data centre to allow the SQL Server Cluster software to take ownership of disk groups as required if DRS and HA is used
The following are the key points related to the SQL Server configuration for Mobile and wHospital Blocks:
· There is one Cluster Resource Group:
· Metadata: This contains the SQL Server instance and database for the Mobile or wHospital Services;
· The resource group will be configured to failover to the other server at the main site for HA, and to a single SQL server at the DR site if a disaster is declared at the main data centre
General requirements for all BLOCKs:
· The configuration requires a stretch VLAN between the primary and DR site to allow the DR node to be included in the cluster. If a stretch VLAN can not be made available, the SQL Server databases and Documentum content stores will need to be manually failed over to the DR Site with the Storage System replication functionality. 
· The configuration requires the storage to be replicated to the DR site.
The following is a diagram illustrating the proposed SQL Server Cluster configuration.



[bookmark: _Toc338343497]Figure 11: SQL Server Cluster

[bookmark: _Toc337640887][bookmark: _Toc338343475]VMware ESX Server Architecture
All the modules required within the cEMR BLOCKs are supported on a VMware environment. VMware is recommended for this installation because of the flexibility it provides for adding new virtual servers, changing the specification of existing virtual servers (i.e. CPU and Memory allocation), and the facilities available for High Availability and Disaster Recovery.
The following are the key points with regards to the VMware server deployment:
· The VMware physical servers will be connected to external disk storage
· VMware Virtual Servers (Guests) will be created on the external storage. This will allow these virtual machines to be accessed from another ESX Server if required trough HA\DRS and started up.
· The storage should be replicated to the DR Data Centre to allow the Virtual Servers to be started at the DR site.
The following diagram illustrates the VMware logical architecture required to support the system:


[bookmark: _Toc338343498]Figure 12: VMware ESX Configuration
 
[bookmark: _Toc337640888][bookmark: _Toc338343476]Storage and Backup 
The storage system with VNX storage systems will be used to store system data and VMware virtual servers (Guests). The technical architecture design requires that disk volumes can be made available to multiple servers to support SQL Server clustering and the ability to bring up VMware virtual servers on different VMware ESX Servers. The preferred connection method between storage and servers is fibre channel since this will offer optimum disk IO performance for the servers.
Replication of data and VMware guests from the main data centre to the DR data centre is planned to be implemented at the storage layer, so the storage solution must be able to support cross-site replication. Synchronous replication would be preferred if the cross-data centre infrastructure permits, otherwise asynchronous replication is acceptable provided data consistency can be maintained at the DR site.
The RTO implies the need for a ‘near-line’ backup facility such as disk snapshots to enable the data to be restored quickly if required. The storage solution should ideally provide options to allow this type of backup. In addition, an ‘offline’ backup capability (e.g. tape) is required to allow backups to be retained according to any retention policies that apply.
The key requirements of the storage solution are:
· High Availability architecture
· Fibre connection capability between the storage and the servers
· Replication capability to maintain data, Synchronously at the DR Site
· The ability to retain ‘near-line’ backups of the data to meet the stated RTO of 2 hours
· The ability to retain ‘offline’ backups for longer term storage of backed up data.
[bookmark: _Toc337640889][bookmark: _Toc338343477]Network Requirements
Gigabit network connections between the servers at the main data centre are recommended to achieve optimum application performance. In addition to the normal public network connections between the servers, a private network will be required between the SQL Servers for all BLOCKs to provide the ‘heartbeat’ connection for the MS SQL Server Clusters solution.
The DR solution will be much simplified if the servers at the DR site can be configured on the same network subnet as the servers at the main data centre – i.e. a stretch VLAN between the 2 sites. This approach allows the use of a SQL Server multi-site cluster to provide DR Failover, and allows the VMware Guests at the DR Site to be brought up with the same network addresses as at the main site. This design requires a stretch VLAN or Border Gateway Protocol routing to be setup between the main and DR sites. If a stretch VLAN can not be implemented, the DR failover will be more complex and require manual intervention, but can still be completed without material change to the overall Technical Architecture Design.
[bookmark: _Toc337640890][bookmark: _Toc338343478]Web Traffic Load-Balancer Requirements
A load-balancer is required to allow multiple instances of applications (predominantly wHospital Service, wHospital Engine and Mobile Application) to be used. This requirement supports both scalability and system availability of web-based application components. 
Hardware and Software load-balancers are supported, but a hardware load-balancer is preferred for performance and stability reasons. Load-Balancers will be required in both the main and DR sites to ensure multiple application instances can be used to support the full system load. The Load-Balancer should have the capability for redirecting Web addresses to multiple servers, and needs to support ‘sticky’ sessions – i.e. continuing to direct a session to the same server instance following initial connection. The load-balancer will also need to support SSL (i.e. HTTPS) traffic, and ideally be able to redirect non-SSL (i.e. HTTP) traffic received for a Web service to the appropriate SSL port with the correct protocol (i.e. HTTP)
The load-balancer deployed at the main and DR sites needs to have a high availability capability since all application requests will pass through it. The high availability capabilities will be vendor specific.
[bookmark: _Toc337640891][bookmark: _Toc338343479]Other Infrastructure Requirements
There are a number of system functions that require external infrastructure components to be available:
· Mail: The system workflows and scheduled jobs need to be able to send and receive email. An SMTP server should be available in the Production environment to allow email to be sent.
· LDAP: Users will be authenticated against an Active Directory server using LDAP. The content server must be able to access the Active Directory installation to facilitate this functionality
[bookmark: _Toc338343480]High Availability (HA) and Disaster recovery (DR) design
[bookmark: _Toc338343481]HA Design
High Availability is required at the main data centre to ensure service continuity following a single component failure – it is assumed that the data centre infrastructure will not support the running of Active/Active application services running across 2 data centres in business as usual operations without impacting performance of any of the application services. The HA design therefore focuses on providing a resilient solution at the main data centre.
The critical processes/servers have been identified as those components required to allow access to Web Services, the Metadata and Content stored in the system.
The following building blocks to the High Availability design are:
· Storage – the ability to switch disk volumes from one server to another (VMware multipathing, HA cluster, DRS (Distributed Resources Scheduler))
· Microsoft SQL Server Failover Cluster – to provide Active/Passive SQL Server instances and Content File Store for EMC BLOCK and Active\Passive SQL Server instances for wHospital and Mobile BLOCKs
· Application Software Configuration – to allow Active/Active application service instances to run where possible through load balancer usage
· VMware – to allow guest virtual machines to be brought up on any available VMware host server, HA and DRS
· Hardware Load-Balancing – to allow web browser based applications to be directed to any available server instance

The following table details the High Availability design for each service within the infrastructure:
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	Component
	Criticality
	Solution
	Behaviour / Impact
	Notes

	Hardware Load-Balancer
	Critical
	Vendor Specific
	Load Balancer provides access to the applications:
· Mobile Application Server
· whl7Gateway Web App 
If the load-balancer is unavailable, users will not be able to access the application
	Implementation will depend on the capabilities of the selected hardware load-balancer. Typically, the implementation is Active/Passive

	Storage System
	Critical
	EMC Synchronous Replication
	Failure of the storage system will result in a complete system outage
	The underlying storage system must have built-in high availability – i.e. doubling up of power supplies, fibre channels, disk mirroring etc.

	SQL Server
	Critical
	2 servers for each BLOCK
Active / Passive SQL Server Cluster Failover Configuration
	Failure of a single instance will cause a short system outage while the service is failed over to the second server. 

	Failover would be automated by use of the MS SQL Server Failover Cluster implementation to minimise downtime. 
The solution assumes that the storage at the primary site can be connected to both servers such that the MS SQL Server Cluster software can take ownership of the disk volumes on the appropriate server. 
Active/Active is not an option for SQL Server

	Content File Stores
	Critical
	Hosted on the SQL Servers in EMC BLOCK
Active/Passive – using SQL Server Cluster Failover Configuration
	A failure of the machine hosting the content stores will result in a small period of time during which content files can not be created or viewed. 
The content stores will be included in a cluster resource group on the SQL Server and will be automatically failed over to the other node following a failure.
	The content file stores need to be accessed by all content servers for read/write. The content file stores will be hosted on the SQL Server machine and accessed using a UNC path from the Content Servers. 
The solution assumes that the storage at the primary site can be connected to both servers such that the MS SQL Server Cluster software can take ownership of the disk volumes on the appropriate server. 

	Content Server 
	Critical
	4 instances running on separate VMware hosts (2 instances for users and 2 for activities and system tools)
Active / Active Distributed Content Server Configuration
	The failure of a single process or server will not result in a service outage, although users connected to the failed instance may receive an error and need to reconnect to the system to access the surviving instance.
	Multiple instances provides HA for all components that run on the Content Server host – Broker, Content Server, Java Method Server.

	Web Service Applications
· Mobile Application Server
· whl7Gateway Web App
· XDS Services
	Critical
	Replicated instances running on separate VMware hosts (two hosts per module)
Active / Active configuration
	The application will still be available if a single instance fails. Users connected to the failed instance may need to reconnect to access the surviving instance
	The solution is dependent on the use of a load-balancer.

	XDB
	Critical
	2 instances running on separate VMware hosts
Active / Active Configuration with Microsoft Cluster Failover Configuration
	Failure of a single instance will cause a short system outage while the service is failed over to the second server. 
	Failover would be automated by use of the Microsoft Cluster Server Failover Cluster implementation to minimise downtime. 
The solution assumes that the storage at the primary site can be connected to both servers such that the MSCS software can take ownership of the disk volumes on the appropriate server.
Active\Passive Configuration is the only one that is supported


[bookmark: _Toc338343507]Table 9: High Availability Detail
The following diagrams illustrate the High Availability design for the Production system:





Diagram 7 General diagram for cEMR High Availability for Production Environment



Diagram 8 Diagram for EMC BLOCK High Availability







Diagram 9 Diagram for wHospital BLOCK High Availability
[bookmark: _Toc338343482]DR Design
Disaster Recovery design is not covered by the SOW in Phase One of the Project. All the described architecture features are provided as recommendations for MoLHSA. This section gives only high level DR considerations and recovery objectives that would need to be used factored into an overall Disaster Recovery design specification.

Some system architectures combine High Availability and Disaster Recovery by splitting the ‘business as usual’ services across 2 data centres. This type of configuration relies on having high bandwidth, low latency network and storage connections between the 2 data centres - poor connections would lead to inconsistent application performance for users depending on which data centre resources they were connected to. That’s why DR design will focus on providing a discrete failover system at the DR data centre that would only be used if a disaster is declared at the main data centre.

Usually the DR solution needs to meet the following Recovery Point Objective (RPO) and Recovery Time Objective (RTO):
· RPO – 24 hours. The data in the DR data centre must be within 24 hours of the production data
· RTO – 2 hours. It must be possible to bring the DR system online and delivered to the business within 2 hours of a disaster being declared.
To best achieve this, the solution has the following key requirements:
· Data should be replicated from the Main Data Centre to the DR Data Centre within 24 hours. Synchronous replication is preferable and is included in MoLHSA  infrastructure specification. The most efficient solution will be to replicate the data at the storage layer since the same mechanism can then be used to replicate the content, databases, and VMware Guest machines to the DR Site.
· A stretch virtual LAN (VLAN) to provide a single subnet across the Main and DR Data Centres will simplify the DR solution since the servers at the DR Site could be brought up with the same IP Addresses as the servers at the Main data centre. The stretch VLAN will also allow the SQL Server clusters to include failover to the DR Site to simplify the SQL Server failover procedure. If a stretch VLAN cannot be provided, no material change will be required in the technical architecture, but manual steps may be required to reconfigure some of the system components to work with different IP Addresses before bringing up the system at the DR Site. 
The DR Failover Strategy for the various components is as follows:
[bookmark: _Toc338343508]Table 10 Suggested DR Strategy
	Component
	Failover Strategy
	Notes

	Load Balancer
	Dependent on the capabilities of the load-balancer
	

	Storage
	The storage solution needs to provide replica storage in the DR Data Centre. The data will be replicated from the Main data centre to the DR Data Centre
	Synchronous Replication with data integrity (i.e. SQL Server data, VMware Guests, file systems).

	VMware Guests
	In the proposed architecture, the VMware Guest machines will be brought up on the ESX Server at the DR Site using the VMware images loaded from the replica storage.
The servers will retain their original IP Address and names
	This covers all servers except the SQL Server, that will have standby nodes on DR site

	SQL Server
	Provided a stretch VLAN is available, the SQL Server clusters that provides High Availability at the primary site can be extended to include a 3rd node at the DR site. The servers at the DR site will access the databases data and log files on the replica storage.
The SQL Server Cluster failover software can be used to manage the failover for all 3 BLOCKs.
	

	Documentum Content File Stores
	These are hosted on the SQL Server machine, and can be included in the Cluster Resource Groups failed over to the DR Site.
	

	XDB
	XDB service is hosted on a cluster with  MSCS resources. In case of failover VMware HA will migrate one of the nodes to the DR site.
	The exact configuration will be chosen through the testing on Production system deployment.



[bookmark: _Toc338343483]Backup and Restore
Although it is intended to replicate data to a second data centre for Disaster recovery purposes, a backup solution will still be required to backup the data to ‘offline’ media to protect against accidental or malicious data loss or corruption (e.g. an administrator accidentally deleting files directly from the content file store folders).
The main goal of a backup strategy is consistency between the Registry and the Repository. For the Repository it is possible to backup the Documentum installation while the system is running (i.e. a ‘hot’ or ‘online’ backup). This approach is widely used since it removes the complexity of having to synchronise the shutdown and start up of the various system components as part of the backup process. There is also a risk when shutting down the system for a backup that the system does not come back up correctly when the backup has completed resulting in a system outage when users start work in the morning. For this reason, a ‘hot’ backup is recommended. For the Registry a simple script, using xdb backup command can be used. MoLHSA Backup Administrator must create a schedule, performing a synchronized backup of the Registry and Repository to keep the data consistent.
When restoring the system from a ‘hot’ backup, the restore process requires the database of the Repository to be restored to a point in time to allow synchronisation between the file stores and the database. This requirement is met by ensuring the SQL database is configured with transaction logging enabled.
The backup solution needs to be designed in such a way that restoring the system from a backup can be completed within the demands of the Recovery Point Object (RPO) and Recovery Time Objective (RTO). Usually these are declared as:
· RPO – 24 hours. The last available backup must be no more than 24 hours old 
· RTO – 2 hours. It must be possible to restore the system data and bring the system back online within 2 hours.
Meeting the RTO of 2 hours will be extremely difficult if restoring the system solely from tape, so the need for an alternative backup solution is required. Within the Technical Architecture Design, everything that needs to be backed up is stored on the common storage platform (EMC VNX), so there are a number of backup solutions available depending on the capabilities of the storage vendor (e.g. EMC Avamar). IT Department of the MoLHSA can also use VMware VCB backup capabilities and any specialized enterprise Backup Software.
It is also important to backup the DR environment installation in the event of a failover to the DR system while the main site is offline.
The following table provides an overview of the backup and restore requirements for the system:
[bookmark: _Toc338343509]Table 11 Backup Requirements and Considerations
	Component
	Backup Requirement
	Notes

	Backup Tools
	All data should to be backed up in such a way that the data can be restored within 2 hours.
All data should be backed up such that the maximum data loss is 24 hours
The backup solution should allow for a backup ‘retention’ policy to be applied to keep old backups for a specified duration.
	The requirement implies the need for a ‘near-line’ copy of the latest backup to allow the system to be restored within the 2 hour RTO.
In addition, the need for ‘offline’ backup storage is deemed necessary to retain historic backups for a period of time (retention policy yet to be defined)

	SQL Servers Databases and XDB Database
	The EMC, xHospital and Mobile databases should have transaction logging enabled to provide ‘point in time’ restore.
The databases should also be fully backed up daily to meet the RPO of 24 hours.
	SQL Server tools can be used to backup (dump) the database to disk, following which, the database dumps and transaction logs should be written to the backup media.
For XDB provided xdb backup commands must be used for hot, incremental backups. 

	EMC BLOCK Repository Content Files
	The Documentum content files, exposed as drive on the EMC BLOCK SQL Server host, should be backed up at least once a day to meet the RPO of 24 hours.
	A normal operating system backup to the backup media is sufficient to backup the content file stores.
 

	VMware Guests
	Ideally the VMware Guests should be backed up or snapshots taken to provide a restore point should it be needed.
The MoLHSA  might have used VCB for periodically automated backup of VMware Guests.
	Note that, provided the primary data is backed up (SQL Server Databases, Content Files, XDB Database); all VMware guests can be restored by re-installing and configuring the software. However, this may be a lengthy process, so a backup of the VMware Guests should be considered.


EMC expects that IT Department of the MoLHSA will provide the backup & restore solution for the cEMR services. This section has been included in this document to provide guidance and recommendations to MoLHSA IT Department to factor into their own backup solution.
[bookmark: _Toc338343484]System Monitoring 
Various tools are available to monitor the health of the system and generate automatic alerts if problems are found in either the system infrastructure (hardware faults, operating system issues etc.) or the application. Many of these tools have standard agents for system monitoring at the operating system level, but would typically need some degree of customisation to monitor EMC Documentum Repository, using standard programs included in the installation. The IT Department of the MoLHSA  is free to chose the appropriate monitoring solution to control the VMware Guests, and all the required modules for each BLOCK.
Regular manual checking of the health of the system will be required if automatic monitoring tools are not available. 
EMC expects that IT Department of the MoLHSA will provide the monitoring solution for the cEMR services with any available Enterprise Monitoring Solution. Many systems components, for example Documentum Content Server, have internal monitoring tools that have to be used with custom scripts within monitoring solution. 

[bookmark: _Toc338343485]Additional Environments
There is a requirement for 2 additional environments in the deployment – Test and Development. These environments are considered as secondary and could be implemented on completely discrete hardware, or could be combined onto the same Virtual infrastructure to provide a more cost-effective solution – i.e. the VMware guests could be co-hosted on the same VMware ESX Servers for both environments. It’s also possible to use only free from Production resources, controlling secondary environments by creating special resource pools. The IT Department of the MoLHSA provides additional cheaper storage for Test and Development environments.
According to the MoLHSA Infrastructure Policy the Test and Development systems are going to be hosted on the Main site, Production hardware and will use available secondary Resource pools with smaller VMware resource shares.
[bookmark: _Toc338343486]Test and Development Environments
The test environment should ideally be a replica of the DR environment to allow some performance testing. This could be reached during the initial deployment process or between the Systems busy hours because VMware allows fluent resource allocation. Development environment is intended to be a small installation that will contain all the components present in the Production system, but installed on a smaller number of lower specification servers. The test system will be similar to the development system implementation, utilising more resources for virtual hosts. The Development Environment components can be brought to the MoLHSA site by developers.


Server Specifications and Requirements
Production System
Location of equipment:
· The location of the system will be the main data centre 

Physical Equipment
This specification assumes High Availability for the core services with capacity to support the full system load in the event of a single component failure, and is based on a 5 year projection of estimated requirements generated from the Documentum sizing spreadsheet.
	Component
	Qty
	Type
	Spec
	Notes

	Storage
	1 Storage device
10 NL-SAS 7.2K drives,
40 SAS 15K drives,
5 SSD drives,
6 FAST Cache drives

Total RAW Capacity: 
16 TB
	EMC VNX 5300 solution
	HA architecture
Fibre Connectivity
Replication to DR Storage
	Size stated raw space

	Backup Device
	1
	e.g. OD or Disc
	TBC
	Requirement is to take backups to offline media for 

	Hardware Load Balancer
	2
	Physical Device
	High Availability architecture required
Ability to load-balance multiple web sites
	Assume 2 required for High Availability
Various vendors – Alteon, Cisco, F5 etc.

	VMware ESX Server
	9
	Physical Server
	BL460c Gen8 Blade servers 
2 CPU-8 Core-128GB RAM
 Fibre Channel Cards
1Gb network Interface cards
	MoLHSA purchased the hardware according to the sizing in “Provisional Detailed Proposal For cEMR Phase One” Document

	Racking
	TBC
	
	
	Racking may be needed to accommodate the servers


Virtual Servers (Modules)
Virtual Server requirements include adjustments for High Availability – i.e. the number of each server type is doubled. The table below shows the minimal computing and memory resources for each server \ module.
	Number of modules
	Module Type
	Resources per Server \ Module

	
	
	vCPU
	HDD
	RAM

	2
	Application Server wHospital Engine
	4
	40
	16

	2
	Application Server wHospital Services
	4
	40
	16

	2
	XDS Repository Documentum Server
	4
	40
	16

	2
	XDS Services
	4
	40
	8

	2
	XDS Registry Documentum XDB Engine
	4
	40
	16

	
	
	
	500
	

	2
	MS SQL Server Database (wHospital)
	8
	40
	24

	
	
	
	250 DB
	

	2
	MS SQL Server Database (Mobile)
	4
	40
	8

	
	
	
	200 DB
	

	2
	MS SQL Server Database (EMC)
	8
	40
	16

	
	
	
	700 content storage + 250 DB
	

	2
	Mobile Applications Server
	4
	40
	8


Total: 18 Virtual Servers, 88 vCPU’s, 256 GB RAM
HDD for Virtual Servers 		1.56TB	Tier1
MS SQL Storage		700GB	Tier1
XDB Storage			700GB	Tier1
Documentum Content Storage	700GB	Tier2


Additional Software
	Software
	Description
	

	VMware
	VMware ESX Server 
x 9
	The operating system installed on the physical VMware ESX servers is Vmware ESX. This will need to be procured along with any supporting software that is needed.

	Guest OS
	Windows 2008 R2 SP1 Server
	Enterprise license is required

	SQL Server Cluster
	Clustering Software for SQL Server
	Assume this is specifically licensed by Microsoft

	Backup Software
	Software (e.g. NetBackup) to backup data to ‘offline’ media 
	

	System Monitoring Software
	Software to monitor system resources and application processes – e.g. Reveille, OpenView, SCOM
	Only required if automating the system monitoring





DR System

It should be noted that a Disaster Recovery environment is not in scope for Phase One of the cEMR Project. All Disaster Recovery related architecture design, features and specifications described in this document are provided as preliminary design recommendations only.

A DR system is expected to offer the same level of service as Production, but without the High Availability capability.
The SQL Server and VMware ESX Server can be dropped from the following list if electing to co-host Pre-Production/Training & Test with DR. The remaining components will still be required.
Location of equipment:
· The location of the system will be the DR site 
Physical Equipment
	Component
	Qty
	Type
	Spec
	Notes

	Storage
	1 Storage device
10 NL-SAS 7.2K drives,
40 SAS 15K drives,
5 SSD drives,
6 FAST Cache drives

Total RAW Capacity: 
16 TB
	EMC VNX 5300 solution
	HA architecture
Fibre Connectivity
Replication to DR Storage
	Size stated raw space

	Backup Device
	1
	e.g. OD or Disc
	TBC
	Requirement is to take backups to offline media for 

	Hardware Load Balancer
	2
	Physical Device
	High Availability architecture required
Ability to load-balance multiple web sites
	Assume 2 required for High Availability
Various vendors – Alteon, Cisco, F5 etc.

	VMware ESX Server
	4
	Physical Server
	BL460c Gen8 Blade servers 
2 CPU-8 Core-256GB RAM
 Fibre Channel Cards
1Gb network Interface cards
	MoLHSA purchased the hardware according to the sizing in “Provisional Detailed Proposal For cEMR Phase One” Document

	Racking
	TBC
	
	
	Racking may be needed to accommodate the servers



Virtual Servers\Modules
	Number of modules
	Module Type
	Resources per Server \ Module

	
	
	vCPU
	HDD
	RAM

	1
	Application Server wHospital Engine
	4
	40
	16

	1
	Application Server wHospital Services
	4
	40
	16

	1
	XDS Repository Documentum Server
	4
	40
	16

	1
	XDS Services
	4
	40
	8

	1
	XDS Registry Documentum XDB Engine
	4
	40
	16

	
	
	
	500
	

	1
	MS SQL Server Database (wHospital)
	8
	40
	24

	
	
	
	250 DB
	

	1
	MS SQL Server Database (Mobile)
	4
	40
	8

	
	
	
	200 DB
	

	1
	MS SQL Server Database (EMC)
	8
	40
	16

	
	
	
	700 content storage + 250 DB
	

	1
	Mobile Applications Server
	4
	40
	8


Total: 9 Virtual Servers, 44 vCPU’s, 128 GB RAM

Additional Software
	Software
	Description
	Notes

	VMware
	VMware ESX Server
	

	Guest OS
	Windows 2008 R2 SP1 Server
	Enterprise license is required

	Backup Software
	Software (e.g. NetBackup) to backup data to ‘offline’ media 
	Backup will be required from the DR System

	System Monitoring Software
	Software to monitor system resources and application processes – e.g. Reveille, OpenView, SCOM
	






Test Environment
This environment is located on the Production site. The environment is secondary, that means that is can obtain resources from the shared resource pool with Development environment.
Virtual Servers
	Number of modules
	Module Type
	Resources per Server \ Module

	
	
	vCPU
	HDD
	RAM

	1
	Application Server wHospital Engine
	2
	40
	8

	1
	Application Server wHospital Services
	2
	40
	8

	1
	XDS Repository Documentum Server
	2
	40
	8

	1
	XDS Services
	2
	40
	4

	1
	XDS Registry Documentum XDB Engine
	2
	40
	8

	1
	MS SQL Server Database (wHospital)
	4
	40
	8

	1
	MS SQL Server Database (Mobile)
	4
	40
	8

	1
	MS SQL Server Database (EMC)
	4
	40
	8

	1
	Mobile Applications Server
	2
	40
	8


Total: 9 servers, 24 vCPUs, 68 GB RAM
ADDITIONAL STORAGE
MS SQL Storage		100GB
XDB Storage			100GB
Documentum Content Storage	100GB

Additional Software
	Software
	Description
	Notes

	VMware
	VMware ESX Server 
X 2
	The operating system installed on the physical VMware ESX servers is VMware ESX. This will need to be procured along with any supporting software that is needed.

	Guest OS
	Windows 2008 R2 SP1 Server
	Enterprise license is required

	System Monitoring Software
	Software to monitor system resources and application processes – e.g. Reveille, OpenView, SCOM
	Only required to test any monitoring configured that may be deployed to Production.

	Backup Software
	None
	Assumed not to be required in the Pre-Production/Training & Test Systems



 
Development Environment
Physical Equipment
The Development environment is being hosted on Production site VMware servers. There are no additional requirements for physical equipment. The environment is secondary, that means that is can obtain resources from the shared resource pool with Test environment.
Virtual Servers
	Number of modules
	Module Type
	Resources per Server \ Module

	
	
	vCPU
	HDD
	RAM

	1
	Application Server wHospital Engine
	2
	40
	8

	1
	Application Server wHospital Services
	2
	40
	8

	1
	XDS Repository Documentum Server
	2
	40
	8

	1
	XDS Services
	2
	40
	4

	1
	XDS Registry Documentum XDB Engine
	2
	40
	8

	1
	MS SQL Server Database (wHospital)
	4
	40
	8

	1
	MS SQL Server Database (Mobile)
	4
	40
	8

	1
	MS SQL Server Database (EMC)
	4
	40
	8

	1
	Mobile Applications Server
	2
	40
	8


ADDITIONAL STORAGE
MS SQL Storage		100GB
XDB Storage			100GB
Documentum Content Storage	100GB
Additional Software
	Software
	Description
	Notes

	Backup Software
	Software (e.g. NetBackup) to backup data to ‘offline’ media 
	Assume there will be a requirement to backup, at least, any source code or configuration that has been done.



General Software Requirements

	Server role \Module
	Software Configuration
	Number of Servers

	MS SQL Server Database (EMC)
	Windows Server with MSCS 2008 R2 SP1 (64-bit version)
Windows SQL Server 2008 R2 SP1
SQL Server Failover Cluster 2008
	2

	XDS Repository Documentum Server
	Windows 2008 R2 SP1 (64-bit version)
SQL Client 2008
Apache Tomcat 6.0.32
EMC Documentum Content Server 6.5 SP1
EMC Documentum Process Engine 6.7 SP1
EMC Documentum Process Integrator 6.7 SP1
EMC Documentum Retention Policy Services 6.7 SP1
EMC Documentum Administrator6.7 SP1
	2

	XDS Services
	Windows 2008 R2 SP1 (64-bit version)
Tomcat Application Server 6.0.32
XDS Services applications
	2

	XDS Registry Documentum
XDB Engine
	Windows 2008 R2 SP1 (64-bit version) with MSCS
Documentum xDB 10.2.4, 64-bit
	2

	MS SQL Server Database (wHospital)
	Windows Server with MSCS 2008 R2 SP1 (64-bit version)
Windows SQL Server 2008 R2 SP1
SQL Server Failover Cluster 2008
	2

	Application Server wHospital Engine
	Windows 2008 R2 SP1 (64-bit version)
Apache Tomcat Server 6.0.32
wHospital Engine Components
	2

	Application Server wHospital Services
	Windows 2008 R2 SP1 (64-bit version)
Apache Tomcat Server 6.0.32
wHospital Services Components
	2

	MS SQL Server Database (Mobile)
	Windows Server with MSCS 2008 R2 SP1 (64-bit version)
Windows SQL Server 2008 R2 SP1
SQL Server Failover Cluster 2008
	2

	Mobile Applications Server
	Windows 2008 R2 SP1 (64-bit version)
IIS (Provided with the OS)
.Net 4 Framework
MokiPay Engine
	2
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