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Annex A – Schedule of Requirements 
and Technical Specifications


Schedule of Requirements



To be determined



Technical Specifications


General Requirements

· Goods must be new, unused, in normal operating condition. All equipment should include all necessary accessories for proper operation. 
· Equipment components should not be over-clocked and modified.
· Should be ready to start.
· All electric equipment should match Georgian Electrical Standards as follows: 220V Single phase, 50Hz, wall plugs: EEC/7 Standard



















	
	#
	Item Code
	Item Name

	1
	
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Layer  3 SWITCH (Cisco Catalyst 4948 or equivalent)



Introduction
Ministry of Labour, Health and Social Affairs and Social Service Agency corporate network (MAN, WAN and LAN) infrastructure is currently based on Cisco equipment and technology.  New Demands require the addition of a new switch that must be integrated into the existing network topology and must be compatible with protocols for establishing fault-tolerant default gateways as per RFC 2281, i.e. host standby router protocol.  

L3 Switch,
Cisco Catalyst 4948 (Product Number WS-C4948-S) or equivalent




Justification:
Ministry of Health and Social Service Agency corporate network (MAN, WAN and LAN) infrastructure is currently based on Cisco equipment and technology.  The network is architected using Cisco recommended hierarchical topology (core, distribution and access).  The core layer consists of two Cisco Catalyst 4506 switches.  The network is then segmented into server, HQ users and external segments.  The server segment is built on two Cisco Catalyst 3750 switches and clustered Cisco ASA 5520 firewall appliances.  The HQ users block is connected to core Cisco switches via 35xx Cisco Catalyst switches with 96 network access points per floor.  The virtual private network (VPN) run by the Ministry is based on a Cisco 3825 router.  Purchase of this would extend the extensive existing Cisco infrastructure of the Ministry.

For network redundancy, the Ministry use a proprietary Cisco protocol HSPR (Host Standby Router Protocol – RFC 2281).  Purchase of said equipment would permit extension of the existing Ministry infrastructure for redundancy

The Ministry currently has staff certified in Cisco equipment and capable of integrating this device into the existing topology.  Using non-Cisco equipment would require additional expenditures due to the added burden of vendor installation and integration and retraining of existing Ministry staff to work with said equipment.  

Therefore, purchasing of a Cisco brand switch would extend the existing Ministry infrastructure, permit the Ministry to ensure redundancy without re-engineering and leverage existing Ministry skill sets.  
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	Sun (Oracle) Blade Server Modules X6450 or equivalent



Introduction
The Ministry of Labor, Health and Social Affairs currently uses Sun (Oracle) Blade Server infrastructure.  The current inventory is: 
· SUN Blade 6000 Chassis, Quantity - 1
· SUN Blade X6450 Server Modules, Quantity - 2

The new servers must be located in the existing blade chassis and must be compatible with it.  Sun (Oracle) has declared X6450 server modules to be no longer orderable and bidders are responsible to ensure compatibility.  New server modules specifications should exceed those of current modules to meet new demands.
The following are the minimum requirements which should be met:
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]
Chassis - Full Height Blade
Processors - Four (4) Processors, minimum frequency 2.40GHz,  6-Core
Memory - 128 GB (16x8GB) PC2-5300 667 MHz ECC Fully Buffered DDR2 DIMMS 
Memory Slots – min 24 DIMM slots 
Storage - Two (2) 72GB, 15K SAS HDD
NIC - Six (6) 10/100/1000 Gigabit Ethernet interfaces 
Management - One (1) 10/100 Ethernet management port 
HBA - Two (2) Sun Storagetek PCI-E Enterprise 4Gb FC Host Bus Adapters
Ports: Two (2) USB ports for keyboard, mouse, or storage
OS Compatibility - VMware ESX 4, VMware View 4, Windows Server 2008 Enterprise Edition, 32-bit/ 64-bit



Justification:
The Ministry of Health currently uses Sun (Oracle) Blade Server infrastructure.  The current inventory is: 
· SUN Blade 6000 Chassis (1)
· SUN Blade X6450 Server Modules (2)

Current Server Modules have the following specifications:
· Full Height Blade Chassis
· Processors - Four (4) Intel E7450, 2.40GHz 6-Core, 1066MHz FSB, 12MB L3 cache, 90W Memory - 64 GB (8x8GB) PC2-5300 667 MHz ECC Fully Buffered DDR2 DIMMs
· Memory Slots - 24 DIMM slots
· Storage - One (1) 32GB 2.5" SATA SSD with Special Bracket and One (1) 32 GB CF Card, total 64 GB of storage
· NIC - Two (2) 10/100/1000 Gigabit Ethernet interfaces
· HBA - Two (2) Sun Storagetek PCI-E Enterprise 4Gb FC Host Bus Adapters
· Slots/Ports - Two (2) x8 PCI Express 
· One (1) x4 bus 
· VGA graphics (DB-15 connector) 
· Two (2) USB ports for keyboard, mouse, or storage
The new servers must be located in the existing blade chassis and must be compatible with it.    Sun (Oracle) has declared X6450 server modules to be no longer orderable and proponents will be responsible to ensure compatibility.  

Further, it is essential to purchase compatible server modules because the Ministry is extending their existing infrastructure to accommodate the SIMS project.  Adding compatible server modules in lieu of purchasing a new chassis, modules, etc. realizes substantial cost savings.  It also leverages the skills of existing Ministry personnel and will facilitate smooth integration and continued sustainability.  

New server modules specifications will exceed those of current modules to meet new demands. The above are the minimum requirements which must be met.
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	Storage



Introduction
The current storage solution within the Ministry of Health is a SUN Storage 6580 array. 
Proposed drive enclosure should be connected to the existing Sun Storage 6580 controller modules and therefore must be fully compatible.  
The following are the minimum requirements which must be met:

Drive enclosure with 16 x 450GB 15K RPM FC-AL Drives  for existing Storage System



Justification:
The current storage solution in the Ministry of Health is a SUN Storage 6580 array. 
To meet new requirements, the Ministry of Health should must add a new drive enclosure and expand the storage capacity.  The drive enclosure should be connected to the existing Sun Storage 6580 controller modules and therefore must be fully compatible.  
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	SAN SWITCH – 24 ports



Introduction
Equipment should be compatible with the existing SUN Storage 6580 array.


SAN Switch – compatible with existing  Sun Storage 6580 Controller Modules
Fiber Channel Ports  – 24;
Minimum Active Ports – 16;
Fiber Optic SFP Options – 4 Gbps, 8 Gbps;
Recognizes 1,2 and 4 Gb/sec devices;
Full 8 Gb/sec performance;
Switch Bandwidth – 320 Gbps;
Power Supply – Dual;
Frame-based Inter-switch Link Trunking;
Integrated Fiber Channel Routing;
Virtual Fabrics;
FICON;






	
	#
	Item Code
	Item Name

	5
	
	SFP modules for SAN Switches



Introduction
This item is intended to be used with offered SAN Switches (Item 4 above) and therefore should be fully compatible with it. 
Equipment should be compatible with the existing SUN Storage 6580 array.


SFP Module for and compatible with offered SAN Switch (Item 4 above)
4 GB Short Wave FC SFP
SFP (mini-GBIC)
Interface/Port Details – 1x Fiber Channel
Data Transfer Rate – 4 Gbps Gigabit Ethernet  
Compatible with SAN Switches  
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	FC Patch Cords



Introduction
This item is intended to be used with offered SAN Switches (Item 4 above) and therefore should be fully compatible with it. 
Equipment should be compatible with the existing SUN Storage 6580 array.


5m Multimode Fiber optic  Patch Cord
Core / Cladding Diameter   -  50/125 micron;
Connector(s)   -  2xLC multi-mode – male
Connector(s) (other side)   -  2xLC multi-mode – male
Compliant Standards – OM3
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	Thin Client




Certified for View 4.0
Compatible with: View 3.1, View 3.0, VDM 2.1, VDM 2.0
Resident OS - MicrosoftS Windows XP Embedded SP2 Standard 2009 with support for local applications
CPU – at least 1 GHz processor
At least 2 GB Flash memory
At least 1 GB DDR-3 System memory (64 MB reserved for video)
Built in dual monitor support (VGA and DVI-D native)
Client license with each thin client
Should have one parallel, one serial, two PS/2, and six USB 2.0 ports
MIC in and Audio out ports
104 key PC keyboard should be included
Mouse should be included
Warranty: Three-year hardware warranty 



Justification:
The SIMS project will be utilizing a virtualized desktop infrastructure (VDI) based on VMware technology and therefore use thin-client technology.
The operating system for thin clients should be Microsoft WindowsXP Embedded. This is because:  
· MoH and SSA’s IT systems are built on the Microsoft technology
· MoH and SSA IT staff have expertise and experience in the Microsoft technology
· Available local labor market, i.e. for support and maintenance
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	LCD Monitor 19”




19” Active Matrix TFT
Viewable size: 19” (nineteen)
Resolution:  minimum 1280x1024@60HZ
Colors: More than 16 million.
Response Rate: not more than 15ms
VGA or DVI Input
Should include all necessary accessories and wiring as indicated in the user manual
Ready to run
Monitor should operate on AC mains power 220V, 50/60Hz
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	Clustering Software



Software must permit the installation and functioning of Microsoft SQL Server 2008 SP1 (OS – Windows Server R2) in a clustered configuration for high availability or disaster recovery
· The following SQL Server assets must be protected: user databases, logins, jobs, alerts, operators, extended stored procedures and other server extensions
· Should support:
· Single failover cluster instance two-node cluster
· Multi-instance cluster:
· All nodes with active instances
· n+1 (n instances with one spare node)
· Multi-site failover cluster instance
· Guest failover cluster
· Should Support centralized control over storage administration (preferably via a web-console)
· Should permits nodes to be located in geographically distinct locations
· Should support data center-wide visibility into the entire storage environment across all major applications, server, operating system and storage platforms
· Should Automate local and wide area application failures
· No single point of failure
· Advanced application failover logic
· Replication integration with zero data loss
· Policy-based response to failures
· Should Support high availability and disaster recovery testing with minimum or no production impact

License for 2 Servers with 4 x Hex Core Processor
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	Support for Clustering Software


This support should be for the proposed clustering software (Item 9 above)


· Target response time: not more than 1 hour 
· Telephone access to support engineers during business hours
· Free access to software upgrades, updates and patches
· Multiple designated callers to vendor support services
· Web-based support forums and access to vendor knowledge bases
· Period: At least one (1) year

License for 2 Servers with 4 x Hex Core Processor
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	vSphere 4 for Desktop,



vSphere 4 for Desktop, View Manager 4, and vCenter Server Foundation media or ESD and licenses including basic support.
For At least 20 users


	
	#
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	Support for vSphere 4 for Desktop



vSphere 4 for Desktop, View Manager 4, and vCenter Server Foundation Support 
For at least 20 Users 




Justification:
The Ministry of Health uses a virtualized infrastructure from VMware (vSphere 4.x).  Currently the Ministry has a license for 12 CPUs and virtualization is in use.  The Ministry will extend the use of the virtualized VMware infrastructure for the project.  All application servers for the project will be virtualized on the current VMware platform.  The Ministry currently has 2 staff certified, including the Director of IT, in VMware technologies.

For the SIMS project, the Ministry will be pilot testing, with the aim of deploying throughout all Ministry Structural Units, a virtualized desktop infrastructure (VDI) solution.  Given the substantial investment (hardware, software & personnel) the Ministry currently has in VMware technologies, the most appropriate solution is VMware View. Therefore procurement of abovementioned software is necessary. 
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