SSA and MoH IT Infrastructure
Future System Design
1. Datacenter and IT Engineer Infrastructure

The biggest risk of failure in operation of current datacenter is existence of only one chiller system in cooling system. Overall cooling system will stop operation in case of failure of the chiller. In this case dramatic temperature rise will occur, seizing, or damaging servers and/or data, as the server are rack are sealed boxes.

It is important to install and connect in cluster another same size chiller unit. In this case failure of one of the components of cooling system, chiller of LCP module will not bring the overall cooling operations down (Fig).

 Figure N1

[image: image1.jpg]MoH Future Datacenter

: |

: |

: I <
| '3
, |2
, ,
, ,

-

c
5]

|
%
]

x
o
1]

4

: I
: I
: I
I e
&
I

I

e

UPS 40 Kw + 40Kw

W

_

Chiller N1- 36 Kw

/%%
-

L

o
[5]

Chiller N2 - 36 Kw




2. MoH and SSA network infrastructure
Ministries corporate network is build according to modern standards and practices. SSA’s automated system is designed for online real time operations that will increase the load on the network infrastructure. 
Thus it is essential to on the network level logically separate SSA’s and ministries server infrastructures establishing strict access control between these segments using the required throughput network equipment. It is preferable to use following equipment as ministries network is build on Cisco equipment:
1. Server’s Firewall -   Cisco Firewall ASA 5540 , two unit;
2. L3 Switches -  Cisco Catalyst 4948 Switches, two unit;
Future design of server segment  
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3. Servers, Data Storage and SAN Infrastructure
In the Application Design documents following layers are presented.  
· Data Layer;

· Business Layer;

· Service Layer;

· Presentation Layer;

· Cross-cutting;

3.1 Server Infrastructure 

The following server infrastructure design can developed based on the information provided:

1. Data Layer – will reside on two database servers. Database management system will be MS SQL Enterprise Edition,  Active-Passive Cluster mode;

2. Business, Service, Presentation Layers and Cross-cutting system will reside in virtual infrastructure. Virtual infrastructure will consist of clustered, using VMWare vSphere 4 technology, three servers. Beside, all supporting systems like AD, CA, Web File, etc servers will reside in virtual environment (Figure 3).
Recommendations

It is recommended, that the information infrastructure of the MoH is virtualized and, the virtualization system meets the below mentioned minimal requirements. The computing infrastructure of information services (except the consolidated data base) must be fully virtualized with the functionalities:
1. Run multiple operational system on a single hardware including  Windows, Lunix and more; 

2. The approximate performance of physical platform must not be less than 98%;.

3. Functionality of creating a united computing infrastructure;.

4. Functionality of allocation of the physical server computing resources;. 

5. Cluster file system;

6. High stability of virtual infrastructure – HA ( in case of the failure of one  or more physical servers the infrastructure must be able to operate without defects);.

7. Perform live migrations with zero downtime, undetectable to the user;
8. Continuously and automatically optimize virtual machines within resource pools;
9. Perform hardware maintenance without scheduling downtime and disrupting business operations;
10. Proactively move virtual machines away from failing or underperforming servers;

11. Functionality of migration of virtual servers between physical servers, without interrupting the operation of the virtual server;.

12. Functionality of virtual server data warehouse  relocation  without interrupting the operation of virtual server;

13. Support of the following virtualization types by hypervisor: paravirtualization  and full virtualization;

14. An automated patch-management of the physical infrastructure without interrupting the infrastructure operation;.

15. A united centralized management center;

16. High stability  of virtual network infrastructure  (eg.: NIC Teaming)Create, configure and manage scalable Virtual Networks. High stability of Virtual Network infrastructure;

17. Support for Fibre Channel SAN and iSCSI SAN;

18. Fast Backup and Restore of Virtual Machines: disk-based backup and recovery to enable speedy restoration of VMs, easy to deploy, restore individual files or entire images as needed;

19. Compliance of  LANFree & Off-Host backup with  standards; ;

20. Deliveres advanced capabilities for disaster recovery management, non-disruptive testing and automated failover;
21. Management of administrative rights and integration with MS Active Directory
Figute N3
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3.2 Data Storage Systems – Storage Area Network
Introduction

A storage area network (SAN) is an architecture to attach remote computer storage devices (such as disk arrays, tape libraries, and optical jukeboxes) to servers in such a way that the devices appear as locally attached to the operating system.  Historically, data centers first created "islands" of SCSI

HYPERLINK "http://en.wikipedia.org/wiki/Disk_array"disk arrays. Each island was dedicated to an application, and visible as a number of "virtual hard drives" (i.e. LUNs). Essentially, a SAN connects storage islands together using a high-speed network, thus allowing all applications to access all disks. Operating systems still view a SAN as a collection of LUNs, and usually maintain their own file systems on them.

Benefits

Sharing storage usually simplifies storage administration and adds flexibility since cables and storage devices do not have to be physically moved to shift storage from one server to another. Other benefits include the ability to allow servers to boot from the SAN itself. This allows for a quick and easy replacement of faulty servers since the SAN can be reconfigured so that a replacement server can use the LUN of the faulty server. This process can take as little as half an hour and is a relatively new idea being pioneered in newer data centers. There are a number of emerging products designed to facilitate and speed this up still further. Brocade, for example, offers an Application Resource Manager product which automatically provisions servers to boot off a SAN, with typical-case load times measured in minutes. While this area of technology is still new many view it as being the future of the enterprise datacenter.

SANs also tend to enable more effective disaster recovery processes. A SAN could span a distant location containing a secondary storage array. This enables storage replication either implemented by disk array controllers, by server software, or by specialized SAN devices. Since IP WAN sare often the least costly method of long-distance transport, the Fibre Channel over IP(FCIP) and iSCSI protocols have been developed to allow SAN extension over IP networks. The traditional physical SCSI layer could only support a few meters of distance - not nearly enough to ensure business continuance in a disaster

SAN Infrastructure

SANs often utilize a Fibre Channel fabric topology - an infrastructure specially designed to handle storage communications. It provides faster and more reliable access than higher-level protocols used in other storage system. A fabric is similar in concept to a network segment in a local area network. A typical Fibre Channel SAN fabric is made up of a number of Fibre Channel switches.

Today, all major SAN equipment vendors also offer some form of  Fibre Channel routing solution, and these bring substantial scalability benefits to the SAN architecture by allowing data to cross between different fabrics without merging them.

Ministry has storage system – Sun Storage 6580 Array. This system is compatible with the following hard drivers:
	Supported Drives/ System per Tray Capacity (Raw, Unformatted)

	Fiber Channel drives
	• 300GB 15,000 rpm, 4Gbps, 4,800GB per tray (3 RU)

• 450GB 15,000 rpm, 4Gbps, 7,200GB per tray (3 RU)

• 600GB 15,000 rpm, 4Gbps, 9,600GB per tray (3RU)

	SATA II drives
	• 500GB 7,200 rpm, 3Gbps, 8,000GB per tray (3 RU)

• 750 GB 7,200 rpm, 3 Gbps, 12,000GB per tray (3 RU)

• 1TB, 7,200 rpm, 3Gbps, 16,000GB per tray (3 RU)

• 2TB, 7,200 rpm, 3Gbps, 32,000GB per tray (3 RU)


The following storage capacities are required for the system:

· Data Layer – estimate 1.5 TB,  all data should be locate on the  15K HDD;

· Business, Service, Presentation Layers and Cross-cutting system – estimate 2 TB, 15K HDD;
· Scanned documents store -  estimate 5 TB,  7.2K SATA HDD
All servers, two database servers and three virtual infrastructure severs should be connected to the SAN infrastructure. Thus, extra SAN switches (16 active ports) with consecutive number of FC cables and transceivers need to be purchased.

3.3 Data backing up-archiving centralized system 

Within the project limits, data backing up and archiving centralized system must bebuilt, which represents the  complex of hardware-software systems and involves backing up of all mission critical (business critical,  confidential, sensitive and etc.) information and servers, consolidated database and virtualized servers.

· It is necessary, that backing up, archiving, information recovery, policy and procedures must be  developed and implemented , and  must include a detailed description of the following backing up and  archiving system parameters:

· Duration of the backed up information storage Backup up data retention period;

· Duration of the archived information storage Archived data retention period  and the destruction procedure;

· System operation schedule;

· The number list of  the responsible people and their functions and obligations;

Modern back up technologies must be applied, such as:

· LANFree backup – is a backup of server data to a shared, central storage device without sending the data over  the local area network (LAN). It is usually achieved by using a storage area network (SAN). The goal of LAN- free backup is to reduce the load on LAN and reduce the time it takes to complete the backup;

· Off-host backup - backup methods is sometimes referred to as serverless or server-free backup. This backup  method use separate backup agent to move the data from the disk to the storage. With this method, the backup  must be done from a frozen image.  With Offhost Backup method need not afraid that the backup overhead is too  much for the server to handle;

Information backing up must be implemented on a specialized automated tape library. Two schemes of a  backing up exist:

· Disk-To-Tape –information is written and stored in automated mode on a tape library by the system.

· Disk-To-Disk-To-Tape backup scheme must be utilized- at the first stage of the task accomplishment, data accumulation must take place  on the specially  allocated disk storage, and then  these data must be written on a robotized tape library. The above mentioned scheme is characterized of higher performance and backing up process takes less time than its predecessor did as the speed of writing on a disk is higher, than on a tape.  

Accordingly, it is recommended that Disk-To-Disk-To-Tape backup scheme be used for backing and archiving   information. 
Figure N4 ,  Servers, Storage, SAN and Backup. Future System Design
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4. Staff workplace. Desktops and printing devices
The stuff of the agency is 1800.  SSA’s automated system hosts 1411 users.     Today SSA has got 1186 desktops and monitors.  From of them  - 540 desktops&monitors should be replaced and 646 desktops&monitos usable in the future.  Management vision is to provide each employee with working conditions. Considering this and the number of workstations that needs to be replaced 1154 workstations needs to be purchased
Printing device are 421.  All the equipment is outdate.  Recommendation: use MFP with LAN interface and from one vendor.  

Infrastructure Gap Analysis
	Infrastructure Gap Analysis

By Key Business Service

	Key Business
	Future IT Systems
	Current Capabilities

	Cooling Systems: Chillers
	Two chillers in the cluster modes
	One chiller

	Cooling System: LCP and monitoring systems 
	Two LCP  connected to two liquid cooling system 
	No one 

	Server Cabinet
	Upgrade existing server cabinet 42U up to 47U
	One server cabinet 42U

	Server Cabinet
	Server Cabinet, 47 U -1 
	No one

	Firefighting System for server cabinets
	For six server cabinets
	For five server cabinets 

	Network, Servers Segment security
	Firewall , Cisco ASA 5540 -2
	No one

	Network, Servers Segment L3 Switches 
	L3 Switch, Cisco Catalyst 4948 - 2
	No one

	Servers: database servers
	Blade Servers,  Sun Blade X6450 Server Module -2
	No one

	Servers: Virtual Infrastructure Servers
	Blade Servers, Sun Blade X6450 Server Module - 5
	Sun Blade X6450 Server Module - 2

	Servers: 4-ports 10/100/1000 NIC
	4-ports 10/100/1000 NIC for Blade Servers - 7
	No one

	Servers: Dual Port 4FC FC Host Bus Adapter
	Dual Port 4FC FC Host Bus Adapter Adapters for Blade Servers - 7
	Four Adapters

	Servers; Dual Port 4FC FC Host Bus Adapter for backup server
	Dual Port 4FC FC Host Bus Adapter for HP DL 580  - 1
	No one

	Storage: Drive Enclosure – 16x 450GB 15K Rpm FC -AL Drives
	One  drive enclosure with 16 x 450GB 15K RPM FC-AL Drives
	No one

	Storage: Drive Enclosure – 16x 1TB 7.2K Rpm 
	One  drive enclosure with 16x 1TB 7.2K Rpm
	No one

	SAN Infrastructure: SAN Switches
	Two SAN Switch – Brocate SAN Switch, 24 ports. Active 16 ports 
	No one

	SAN Infrastructure: SAN Switches Transceiver
	32 Transceivers for SAN Switches
	No one

	SAN Infrastructure: FC Patch cords
	LC-LC 5m FC Patch Cords
	No one

	Software Licenses:  Windows Server 2008 Enterprise Edition
	Windows Server 2009 Enterprise Edition – 7
	No one

	Software Licenses:  MS SQL 2008 Enterprise Edition
	MS SQL 2008 Enterprise Edition, license per CPU - 4 
	No one

	Software Licenses:  OS and MS-Office
	MS Office Enterprise Desktop – 1800
	No one

	Software Licenses:  WMware vSphere 4, Enterprise Edition, license per CPU
	WMware vSphere 4, Enterprise Edition, license per CPU - 20
	WMware vSphere 4, Enterprise Edition, license per CPU – 8

	Software License: Cluster system
	Symantec  HA for Windows Enterprise – 2
	No one

	Software License: Backup System
	Symantec Backup Exec Server – 1 Server;
Symantec backup exec , SQL agent – 2
Symantec backup exec , VMware Agent - 5
	No one

	Business Process Management, Document Management System
	Office SharePoint/Alfresco
	No one

	Enterprise Service BUS
	BizTalk Server
	No one

	Desktops and Monitors for SSA Stuff
	The stuff of the SSA is 1800
	646 desktops and monitors usable in the future;


	Printing and scanning devices
	MFP devices: printer, scanner, copier
85 Regional offices, 3 device in each office. Total 255 MFP device
	421 printers are outdate and should be changed


List of Hardware and Software to be purchased
	N
	Products descriptions
	Qtty

	1
	Chiller 36kw, compatibility  with existing Chillers from Rittal company 
	1

	2
	Server Rack, 47U. must be compatibility  existing server racks and Liquid Cooling System
	1

	3
	Upgrade existing Server Rack 42U to 47U
	1

	4
	LCP, must be compatibility  existing server racks and Liquid Cooling System
	2

	5
	Firefighting System for server cabinet
	1

	6
	Firewall for Server Segment , Cisco ASA 5540 
	2

	7
	Server Switches, L3 Switch, Cisco Catalyst 4948 
	2

	8
	Database Servers - Blade Servers,  Sun Blade X6450 Server Module or next generation Blade Server
	2

	9
	Virtual Infrastructure Servers - Blade Servers, Sun Blade X6450 Server Module or next generation Blade Server
	3

	10
	4-ports 10/100/1000 NIC for Blade Servers 
	7

	11
	Dual Port 4FC FC Host Bus Adapter Adapters for Blade Servers
	3

	12
	Dual Port 4FC FC Host Bus Adapter for HP DL 580  
	1

	13
	Drive enclosure with 16 x 450GB 15K RPM FC-AL Drives  for existing Storage System , Sun Storage 6580 Array
	1

	14
	Drive enclosure with 16 x 1Tb 17.2K RPM Drives  for existing Storage System , Sun Storage 6580 Array
	1

	15
	SAN Switch – Brocate SAN Switch, 24 ports. Active 16 ports
	2

	16
	Transceivers for SAN Switches
	32

	17
	LC-LC 5m FC Patch Cords
	32

	18
	Windows Server R2 2008 Enterprise Edition 
	7

	19
	MS SQL 2008 Enterprise Edition, license per CPU 
	4

	20
	MS Office Enterprise Desktop
	1800

	21
	WMware vSphere 4, Enterprise Edition, license per CPU 
	12

	22
	Symantec  HA for Windows Enterprise 
	2

	23
	Symantec Backup Exec Server 
	1

	24
	Symantec backup exec , SQL agent
	2

	25
	Symantec backup exec , VMware Agent 
	5

	26
	Office SharePoint/Alfresco Server
	1

	27
	BizTalk Server
	1 

	28
	Desktop and Monitors
	1154

	29
	MFP
	255


Estimated Price Sheets
	Description
	Qtty
	Unit Price
	SUM

	Infrastructure

	Servers RackServer Rack, 42U. must be compatibility  existing server racks and Liquid Cooling System
	1
	 $    17,144.40 
	 $         17,144.40 

	Cooling System for Servers RACK, must be compatibility  existing server racks and Liquid Cooling System:  2 LCP and  1 Chiller 36Kw
	1
	 $  119,544.60 
	 $       119,544.60 

	Firefighting System for server cabinet
	1
	 $      9,431.80 
	 $            9,431.80 

	
	
	
	 $       146,120.80 

	
	
	
	

	Network Equipmnets

	Firewall for Server Segment , Cisco ASA 5540 
	2
	16600
	 $         33,200.00 

	Server Switches, L3 Switch, Cisco Catalyst 4948 
	2
	14400
	 $         28,800.00 

	
	
	
	 $         62,000.00 

	
	
	
	

	Blade Servers and parts

	Blade Servers,  Sun Blade X6450 Server Module or next generation Blade Server , CPU 4, 120 GB RAM
	5
	 $    50,932.20 
	 $       254,661.02 

	4-ports 10/100/1000 NIC for Blade Servers
	7
	 $          300.00 
	 $            2,100.00 

	Dual Port 4FC FC Host Bus Adapter Adapters for Blade Servers
	3
	 $      2,100.00 
	 $            6,300.00 

	Dual Port 4FC FC Host Bus Adapter for HP DL 580  
	1
	 $          990.00 
	 $               990.00 

	
	
	
	 $       264,051.02 

	
	
	
	

	STORAGE and Tape Library

	Drive enclosure with 16 x 450GB 15K RPM FC-AL Drives  for existing Storage System , Sun Storage 6580 Array
	1
	 $    31,864.41 
	 $         31,864.41 

	Drive enclosure with 16 x 1Tb 17.2K RPM Drives  for existing Storage System , Sun Storage 6580 Array
	1
	 $    23,728.81 
	 $         23,728.81 

	Tape Liblary with HBA
	1
	 $    25,000.00 
	 $         25,000.00 

	
	
	
	 $         80,593.22 

	
	
	
	

	SAN Infrastructure

	SAN Switch – Brocate SAN Switch, 24 ports. Active 16 ports
	2
	 $    10,500.00 
	 $         21,000.00 

	Transceivers for SAN Switches
	32
	 $          200.00 
	 $            6,400.00 

	LC-LC 5m FC Patch Cords
	32
	 $            80.00 
	 $            2,560.00 

	
	
	
	 $         29,960.00 

	
	
	
	

	DESTOPS and MONITORS

	Desktop 320G 2.0G 8 PC Intel Pentium E5300 320GB HDD SATA 3.5Gb/s DVD+/-RW (SM) 2GB PC3-10600 DDR3 1333 (sg ch) Freedos 1-1-0 Wty 18.5 TFT and Monitor Compaq 18.5".
	1154
	 $          593.22 
	 $       684,576.27 

	
	
	
	

	MFP Device

	hp LaserJet M1522n  Flatbed Copier, Scanner, Printer ; Copy: 23ppm, fpo: 9,5sec; 25-400%; ADF 50 page;  8000 p/monthly; Print: 23ppm, fpo: 8sec, 1200dpi eff; 64MB RAM; in 260 sh, out 125 sh; HP PCL 6, HP PCL 5e, HP Postscript Level 3 Emulation;  CB436A HP Ultraprecise Cartridge, black ( 2,000 pages) 
	255
	 $          313.56 
	 $         79,957.63 

	
	
	
	

	HARDWARE, SUM
	 $   1,347,258.94 

	
	
	
	

	SOFTWARE

	
	
	
	

	MS Software, VL and GOV level license. Enterprise Aggrement, min 3 years

	Enterprise Desctop (OS, MS Office, CALs). EntDsktp ALNG LicSAPk MVL
	1800
	 $          361.00 
	 $       649,800.00 

	Windows Server R2 2008 Enterprise Edition . WinSvrEnt ALNG LicSAPk MVL
	10
	 $      1,080.00 
	 $         10,800.00 

	MS SQL 2008 Enterprise Edition, license per CPU . SQLSvrEnt ALNG LicSAPk MVL 1Proc
	4
	 $    10,948.00 
	 $         43,792.00 

	SharePoint Server, OfficeSharePointSvr ALNG LicSAPk MVL
	1
	 $      2,051.00 
	 $            2,051.00 

	BizTalk Server,BztlkSvrEnt ALNG LicSAPk MVL 1Proc. F52-00379
	1
	 $    16,201.00 
	 $         16,201.00 

	
	
	
	 $       722,644.00 

	
	
	
	

	Cluster Software

	VRTS STORAGE FOUNDATION ENTERPRISE HA 5.1 WIN FOR OS TIER ENTERPRISE EDITION STD LIC GOV BAND S
	2
	 $      8,087.00 
	 $         16,174.00 

	VRTS STORAGE FOUNDATION ENTERPRISE HA 5.1 WIN FOR OS TIER ENTERPRISE EDITION BASIC 12 MONTHS GOV BAND S
	2
	 $      1,455.83 
	 $            2,911.66 

	
	
	
	 $         19,085.66 

	
	
	
	

	Backup Software

	SYMC BACKUP EXEC 2010 SERVER WIN PER SERVER BNDL STD LIC GOV BAND S BASIC 12 MONTHS
	1
	 $          738.01 
	 $               738.01 

	SYMC BACKUP EXEC 2010 AGENT FOR MSFT SQL WIN PER SERVER BNDL STD LIC GOV BAND S BASIC 12 MONTHS
	2
	 $          738.01 
	 $            1,476.02 

	SYMC BACKUP EXEC 2010 AGENT FOR VMWARE VIRTUAL INFRASTRUCTURE WIN PER HOST SERVER BNDL STD LIC GOV BAND S BASIC 12 MONTHS
	5
	 $      1,183.03 
	 $            5,915.15 

	
	
	
	 $         46,300.50 

	
	
	
	

	Virtual Infastructure

	VS4-ENT-C, VMware vSphere 4 Enterprise for 1 processor (Max 6 cores per processor)
	12
	 $      2,875.00 
	 $         34,500.00 

	VS4-ENT-G-SSS-C, Basic Support/Subscription for VMware vSphere Enterprise for 1 processor for 1 year
	12
	 $          604.00 
	 $            7,248.00 

	
	
	
	 $         41,748.00 

	
	
	
	

	SOFTWARE, SUM
	 $      829,778.16 

	
	
	
	

	TOTAL
	 $   2,177,037.10 
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